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Sensor Networks
The emerging technology of wireless sensor networks (D.
Estrin et al. 2001) holds the promise of facilitating a di-
verse array of real-time decision support applications in en-
vironmental monitoring, military deployments, and robotic
explorations. Such networks consist of a distributed set of
sensor nodes, each of which typically uses battery-operated
sensing and computing devices and a low-power radio trans-
mitter and receiver. These sensor nodes sense, compute,
and communicate with each other to co-operatively accom-
plish, typically, a common set of tasks. Effective integration
of computation and communication in sensor networks is
a challenging problem that will draw from as well as con-
tribute to the fields of parallel and distributed computing,
network protocol design, and stochastic optimization. As-
pects of this problem that are unique in comparison to tradi-
tional distributed systems include:

Dynamic network topology:Nodes with depleted power
cells may disappear from the network; mobile nodes may
move in and out of low-power wireless range.

Tight power constraints:Re-charging power cells de-
ployed in the field may be extremely difficult, especially
in hostile or otherwise dangerous environments; total
power used throughout the network must be minimized
while avoiding any unbalanced power consumption that
could change network topology.

Self-configurability: Collaborative processing among
sensor nodes has to be achieved in the absence of a global
synchronizing clock or common node identifiers.

Limited memory and computational power:Sensor nodes
may be constrained by limited memory and limited pro-
cessing due to power constraints as well as practical issues
such as price and feasibility of deployment.

Significant potential applications of this work in-
clude environmental monitoring, military deployments,
biomedicine, and robotic explorations. For example, a sen-
sor network deployed as an early warning system against
forest fires may track changes in temperature gradients both
spatially and in magnitude. A network of vibration sensors
might track the movement of enemy troops and tanks on a
battlefield. A network of mobile robots might explore Mars
in search of a suitable region to build an encampment. In
some of these applications, the sensor network may be con-

Copyright c© 2002, American Association for Artificial Intelli-
gence (www.aaai.org). All rights reserved.

nected to a general communications network for additional
processing, tasking, or delivery.

In general, the control, management or exploration of ar-
eas that are unreachable or are too dangerous for humans,
such as hazardous waste sites, military battlefields and un-
explored remote environments, can often benefit from the
deployment of sensor networks. Once deployed, these net-
works must make effective use of their resources to complete
specific tasks in reasonable time frames. Keeping humans
away from danger requires that sensor networks operate au-
tonomously or semi-autonomously for extended periods of
time, and behave robustly in the face of uncertainty.

We are investigating protocols for integrated computation
and communication that schedule local broadcasts and re-
ceptions in various regions of the network while simulta-
neously scheduling computations throughout the network.
Sensor network protocols can be evaluated according to a
number of criteria, including:

Computation Convergence and Responsiveness:From an
initial state, how quickly does the network converge to us-
able results? Given any changes in sensor readings, how
quickly does the network respond?
Energy Efficiency:How much total energy is consumed
for a given computation? Is there an even distribution of
energy depletion across all nodes?
Robustness and Scalability:How much does the protocol
rely on the network design? Can the protocol adapt to
node failure or energy depletion? Can it scale to node
additions or the merging of mobile networks?

Associative Combination Computations
Consider a network assigned the task of determining the
maximum temperature in the region covered by the network,
and have this information be available at each of the sen-
sor nodes. A naive means of accomplishing this would be
to implement a periodic many-to-many multicast through
the multi-hop wireless network, and have each sensor node
compute the maximum of all the temperatures reported by
each of the sensors in the network. A more energy-efficient
method, however, is throughdata aggregationthat elimi-
nates redundancy through forwarding only the relevant in-
formation periodically. For example, a sensor node would
transmit to another sensor only the maximum of the temper-
atures reported to it thus far. With aggregation, data from
multiple sources is combined at each hop, reducing both the
number and size of transmissions and thus achieving higher
energy efficiency.



The majority of applications intended for sensor networks
can take advantage of data aggregation. In addition, most
such applications exhibit the property of associativity in
combination, i.e., data from multiple sources can be com-
bined in any order to yield identical results. We refer to
this class of computations asassociative combination algo-
rithms(Sethu & Wagh 1999).

Scheduling Sensor Networks
Our strategy for designing protocols for effective use of sen-
sor networks is to formulate an optimization problem whose
solution is ascheduleof computations and communications.
Constraints within the optimization problem ensure that lo-
cal decisions made by each node converge to global so-
lutions. We then solve this optimization problemoff-line.
In other words, we design the protocol centrally with full
knowledge of the sensor network properties, constraints, and
optimization criteria. The result is a distributed protocol that
is then independently executedon-lineby each node, with-
out global synchronization. The following captures a few
example constraint types:

Communication Concurrency Constraints:Communica-
tion is constrained by potential collisions between nodes
in nearby regions of a sensor network. Only one node
within a broadcast region may successfully transmit at a
time. Since nodes may be mobile, these constraints are
time-varying. The broadcast range of communications
captured in these constraints may vary with power level
fluctuations and environmental interference.
Task-Specific Communication and Computation Con-
straints: These constraints define the flow of computa-
tions. For example, associative combination algorithms
induce a tree-like set of constraints. A computation can-
not begin until its input data is received. Thus, reception
actions must precede computation actions that must then
precede transmission actions. Receptions and transmis-
sions in neighboring nodes must be synchronized to min-
imize energy consumption and remain consistent with the
communication concurrency constraints.
Task-Specific Computation Requirements:Computation
constraints that restrict flow must be balanced with con-
straints to require minimum flow (enough to solve the
desired task). For an associative combination algorithm,
these constraints take the form of specifying the minimum
amount of computation that must be aggregated at the
sink. These constraints interact to effectively distribute
the required computation and communication.

Additional constraints that capture different problem fea-
tures might include: redundant communication paths to aid
robustness; mixed wired/wireless sensor network communi-
cation patterns; heterogeneous computation and communi-
cation capabilities; randomized patterns of integrated com-
putation and communication to aid security; and stochastic
constraints to capture the dynamics of mobile nodes.

In addition to the various communication and computa-
tion constraints, we specify an objective function that cap-
tures a desired trade-off between objectives such as respon-
siveness and energy efficiency. This can be captured in asso-

ciative combination computations by weighing the total cost
of the energy consumed by communication and computation
with the earliest time that a result is available at a sink node.
The constructed optimization problem can be solved at de-
sign time (off-line) using numerous standard techniques.
The resulting schedule of computations and communica-
tions captures the desired trade-offs while guaranteeing that
communications do not cause collisions despite the broad-
cast nature of wireless sensor network communications.

Beyond Static Schedules
Due to uncertainties in the conditions under which the sen-
sor network will operate, such as unknown initial network
topology, node mobility, and node failure, off-line optimiza-
tion must be combined with on-line adaptation. Our ongoing
work involves limiting on-line adaptation by augmenting the
off-line scheduling problem with a collection of constraints
to produce solutions that capture a finite set ofnode roles.
Each node is programmed with the local schedule for each
role. We then provide an on-line protocol for nodes to dis-
cover their initial roles and to switch to new roles as con-
ditions change. This approach is reminiscent of our prior
work onconditional schedulingfor designing real-time sys-
tems (Greenwald & Dean 1998).

A node’s role in a sensor network is determined by its
place in the network topology and its proximity to the sink
node. A node might be aleaf node that computes immedi-
ately without waiting for input from neighbors, anaggrega-
tion node that waits for input from all but one of its neigh-
bors prior to computation and transmission, or aforward-
ing node that serves to transmit data from one part of the
network to another. Each example role is defined by a dis-
cernible pattern of computation and communication actions.

While single task problems are rich in research chal-
lenges, the challenges are multiplied if we consider using
the same sensor network to compute the solution to more
than one task. This might involve multiple tasks concur-
rently competing for the resources of a single sensor net-
work or, more simply, the re-use of an existing network for
a new task. We are investigating approaches to this problem
that include (1) aggregating multiple tasks into a single task,
(2) solving each task independently and providing dynamic
protocols to resolve resource contentions, and (3) develop-
ing loosely coupled optimization problems in which a sub-
set of constraints correspond to each task, and the remaining
constraints model the coupling of tasks.
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